
   

 

 
  

 

Improving Cyber Risk Behavior through AI-Enabled 
Spearphishing – A Comparative Analysis 
Carlo Pugnetti 1,* and Palo Stacho 2 

1 Institute of Financial Services Zug IFZ, Lucerne School of Business, Suurstoffi 1, 63434 Rotkreuz,  
Switzerland; carlo.pugnetti@hslu.ch 

2 Cyberdise AG, Poststrasse 26, 6300 Zug, Switzerland; palo.stacho@cyberdise.io 
* Correspondence: carlo.pugnetti@hslu.ch 

Abstract: Employee risk behavior is a critical component of a company’s vulnerability, as 
well as of prevention of and response to cyber risks. Companies have traditionally im-
pacted this behavior through communication, normative training and phishing exercises. 
However, the relative impact of training vs. experienced risk exposure is not well under-
stood. This paper investigates and compares the effects of normative training, conven-
tional phishing exercises and AI-enabled spearphishing exercises on cyber risk behavior 
and attitude. We observe actual rather than imputed risk behavior in Western European 
business setting to find that, while all measures improve risk behavior, exposure to 
spearphishing attacks is especially impactful. Additionally, it confirms a connection be-
tween training and risk attitude, but only a weak connection between attitude and behav-
ior in a cyber context. The results also confirm both the feasibility and effectiveness of AI-
enabled spearphishing in a Western European data and privacy environment. Our study 
strongly suggests that spearphishing attacks will become common also in settings with 
strong privacy laws and relatively poor availability of OSINT personal data, and that com-
panies will need to incorporate spearphishing exercises and other measures to personalize 
risk messages in their cyber defenses in order to counteract and mitigate these develop-
ments. 

Keywords: Cyber Security; Cyber Risk; Artificial Intelligence; Risk Behavior;  
Risk Exposure; Risk Mitigation; Cyber Security Awareness; Security Culture. 
 

1. Introduction 
Cyber attacks are a significant and growing threat to company operations. In the US, 

for example, the FBI reports some 860,000 complaints due to internet crime for losses of US$ 
16.6 bn in 2024, and representing an increase of 33% with respect to 2023 (FBI 2025). The 
picture is consistent across many countries, with Switzerland for example reporting some 
63,000 cyber incidents in 2024, for an increase of more than 27% with respect to 2023 (NCSC 
2025). The World Economic Forum ranks cyber risks on fourth place in the short term, and 
on eighth place in the medium term (WEF 2024), while two recent studies in Switzerland 
rank Cybersecurity as the top technology-related topic for both the insurance and the bank-
ing industries; in both cases ahead of AI (IFZ 2025, Blattmann et al. 2025). Minimizing the 
threat, therefore, both in terms of minimizing the probability of occurrence as well as miti-
gating the consequences of these attacks is a critical issue for organizations across the world. 
In addition to an up-date IT infrastructure and processes, a significant component of this 
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defense is the behavior of employees across the organization. These employees can both 
open avenues of attack and constitute a significant resource for mitigating responses de-
pending on their risk behavior. 

Several personality traits and decision-making styles have been linked with cyber risk 
behavior. However, these findings are non-actionable since both drivers are difficult to in-
fluence. Risk attitude on the other hand can be more readily impacted, and several training 
programs have aimed to do so. These programs have tended to focus on imparting 
knowledge, and the link between knowledge and action has been proven to be tenuous 
(Chaudhary et al. 2023). Most mitigation efforts also include phishing exercises to expose 
employees to simulated threats and practice behavior. These efforts have been successful; 
however, they are costly and improvements tend to be short-lived if not repeated (Reinhei-
mer et al. 2020). Further, new technologies leveraging AI are starting to appear, creating an 
increasingly dynamic threat environment (Heiding et al. 2024).  

 
Against this backdrop we aim to further the research and improve cybersecurity by 

investigating the relative effectiveness of different cyber risk mitigation strategies aimed at 
employee behavior, and address the following research question:  

How do normative training, conventional phishing, and AI-spearphishing impact  
employees’ cyber risk behavior and their attitude towards cyber risks? 

Two broader themes in this context are a) the effects of exposure to risk vs. normative 
cybersecurity training, as well as b) the feasibility and risk posed by AI-enabled spearphish-
ing campaigns in a Western European setting. An additional important contribution is using 
observed rather than imputed risk behavior to measure these effects.  

  

2. Review of Current Literature 
Cyber risk behavior and its drivers have been investigated in several studies. These 

efforts, however, can be further improved and extended. At a fundamental level, Hadling-
ton (2017) links self-assessed risky cybersecurity behavior to internet addiction, impulsivity 
and attitude towards cyber risks, while Halevi et al. (2015) find that women and more con-
scientious subjects are more likely to respond to spearphishing attacks. These results, how-
ever, are not supported by Gratian et al. (2018). In their analysis of the effects of demo-
graphic factors, personality traits, risk-taking preferences, and decision-making styles on 
four dimensions of cybersecurity behavior intentions, gender was shown to have a signifi-
cant impact across factors, with women significantly less likely to engage in risky behavior. 
Ethical and health/Ssafety risk-taking was most readily linked to cyber risk behavior, as was 
an avoidant decision-making style. A rational decision-making style, on the other hand was 
linked to less risky behavior, as was the conscientiousness personality trait. The latter, how-
ever, not consistently. The perception of risk and its influence on cyber security behavior 
have also been investigated. Gillam and Foster (2020) investigate self-reported cybersecurity 
behavior leveraging Protection Motivation Theory PMT (Rogers 1975) and the subsequent 
Technology Threat Avoidance Theory TTAT (Liang and Xue 2009). In a survey of 184 work-
ing US adults, they find that cybersecurity behavior has significant predictive associations 
with perceived susceptibility, cost, and self-efficacy, but that these factors explain less than 
10% of the variance. Debb and McClennan (2021), on the other hand, leverage PMT in a 
survey of 612 US college students to find that self-reported risk behavior correlates with 
perceived vulnerability, and that perceived vulnerability is in turn influenced by self-as-
sessed computer skills, internet skills, and security efficacy, and also by prior experiences, 
as well as perceived benefits and severity. While insightful, these efforts focus on factors 
that cannot be easily influenced. Cybersecurity theories and models are not yet sufficiently 
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developed and integrated, most studies concentrate on college students, and the impact is 
measured in terms of self-assessment or intention of risk behavior (Alsharida et al. 2023, 
Almansoori et al. 2023). Kannelønning and Katsikas (2023) similarly observe that only one 
article in their literature review uses only objective measures to assess cybersecurity behav-
ior. To address these issues, building on previous research (Pugnetti and Bekaert 2018, 
Pugnetti and Casián 2021) Björck et al. (2024) and Pugnetti et al. (2024) develop a diagnostic 
to quantify employee attitudes towards cyber risks along seven dimensions, link these to 
observed risk behavior and suggest a methodology using risk communication frameworks 
to influence risk attitude and behavior.  

Phishing constitute one of the most common attack vectors. Alkhalil et al. (2021) cata-
logue different types of phishing attacks and survey available countermeasures. They iden-
tify three lines of defence: first, human-based solutions educating users to recognize and 
avoid phishing emails. Second, technical solutions to prevent the threat from materializing 
at the user’s device. Third, law enforcement as a deterrent control. Specifically for the human 
component, they suggest training to raise awareness, using mock phishing attacks to test 
vulnerabilities and assess own knowledge, and gamifying phishing recognition training. 
Similarly, Naqvi et al. (2023) survey the literature to understand mitigation strategies 
against phishing attacks. Out of the 248 studies investigated, only 33 took a human-centric 
approach, while the rest concentrated on technical solution with more than half leveraging 
machine learning. Varshney et al. (2024) note the continuing importance of the phishing 
threat and develop comprehensive lists of attack types, social and cognitive factors behind 
phishing, anti-phishing schemes, as well as anti-phishing organizations and laws. While the 
factors leading to successful phishing attacks listed are all social and cognitive, the solutions 
investigated are purely technical. Desolda et al. (2021) investigate extant literature specifi-
cally on the topic of human factors in phishing attacks to identify a complex and rapidly 
evolving threat environment combining several mediums, vectors, and technical ap-
proaches targeting twelve human factors ranging from complacency to stress contributing 
to cyber behavioral vulnerabilities. They identify four types of solutions to address these 
vulnerabilities: a) improving the user interface to inform of potential danger, b) changing 
attitude, behavior and psychological aspects, for example improving employee attitudes to-
wards security policies, c) focus on knowledge, education, and training, and d) further de-
velop frameworks, models and taxonomies to understand human factor-related issues. Vul-
nerabilities are also anchored in common misconceptions about phishing among users. 
Mossano and Volkamer (2025) catalog 14 such misconceptions and link them to either lack 
of technical knowledge or confusion as overarching themes. However, the actual dynamics 
driving human decisions when confronted with phishing messages is not yet sufficiently 
understood, and Gallo et al. (2024) develop a system to collect and analyze detailed user 
behavior in this context with the long-term goal of tailoring mitigating measures to type of 
attack and individual characteristics. Thus, human factors are recognized as an important 
component of successful cyber attcks and need to be addressed in order to improve security. 

Lain et al. (2022) conduct a long-term, large-scale experiment (14,000 participants over 
15 months) to understand the susceptibility to phishing attacks in large organizations. The 
results confirm and validate several previous results regarding age and computer skills, but 
not gender, and the effectiveness of warnings delivered with suspicious emails, but that 
more complicated warnings are not more effective than simpler ones. In addition, they call 
into question the effectiveness of the current practice of embedding training in phishing 
exercises. Phishing education, training and awareness is a complex endeavour, and Sarker 
et al. (2024) identify from the literature 20 challenges and 23 critical success factors to design, 
implement and improve such a program. Programs aiming at raising cybersecurity aware-
ness have typically only managed to raise employee knowledge. This is in large part because 
these programs are conceived as normative training exercises rather than with the goal of 
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impacting behavior (Chaudhary et al. 2023). Nonetheless, most studies on cybersecurity 
training reported a positive impact. Prümmer et al. (2024) note several critical observations 
on these studies, including reliance on common sense rather than on a solid theoretical un-
derpinning, working with small sample sizes, and in most cases testing intention and 
knowledge rather than behavior. While knowledge is an important first step, behavioral 
change is necessary, and the two tend to be only loosely linked (Zwilling et al. 2022). 
Chaudhary (2024) identifies seven principles for drafting cybersecurity messages to drive 
behavioral change. To this end, companies routinely conduct exercises to train employees 
to recognize simulated phishing attacks. Hillman et al. (2023) evaluate the effectiveness of 
these efforts in a controlled experiment of financial institutions. Using three waves of phish-
ing attacks with embedded training over a six-months period, they observed a decrease in 
the click rate from 25% to 7% and an improvement in the reporting rate from 8% to 18%. 
The phrasing used in the message did not impact these results; however, more personalized 
messages were more successful. Thus, phishing exercises are effective and, while advanced 
technologies can mitigate attacks, employee awareness and behavior will continue to play 
a critical role. Braun et al. (2025) compare the results of phishing simulations in 36 compa-
nies over three years to determine that the threat posed by phishing attacks depends on a 
number of factors. First, there are significant differences between sectors and individual 
companies, and among departments in the same company, meaning that results are likely 
not generalizable. However, personalized phishes, phishes using a “don’t miss out” mes-
sage, and phishes received in stressful periods were most likely to generate dangerous en-
gagement. In addition to this complexity, the improvement these programs provide can be 
fleeting and lasting in general at most six months (Reinheimer at al. 2020, Berens et al. 2022). 
This need for repeated, ongoing training independently of technology developments leads 
to high costs for security awareness campaigns, most of which are in the form of employee 
time and attention, and are thus not captured in traditional cost estimates (Brunken et al. 
2023). Thus, while phishing exercises are more effective than trainings, improvements vary 
widely and are temporary, indicating the opportunity for further improvements. 

The accelerating pace of AI, linked with a broader availability of personal data on open 
platforms and compromised closed platforms is opening the door for new and potentially 
more devastating attack vectors. Hazell (2023) pilots the creation of spearphishing attacks 
using Large Language Models (LLMs) on British members of parliament based on publicly 
available information to find these attacks realistic and cost effective. Heiding et al. (2024) 
train AI agents on students’ publicly available information to generate truly worrisome re-
sults. Useful and accurate information was available in 88% of the cases, and the AI gener-
ated spearphishing attacks that were equally as effective as tailored attacks generated by 
human experts, and for a fraction of the costs. In addition, current phishing detection soft-
ware based on keyword and pattern recognition is not able to identify these emails as mali-
cious. Both authors suggest the further development of defensive AI tools. The threat envi-
ronment is likely to further evolve with the inclusion of visual and audio deepfakes to mimic 
trusted actors. The costs and data required to train these models have dropped significantly 
and real-time deepfakes have begun to appear. Automatic detection of deepfakes is chal-
lenging (Masood et al. 2023). Thus, technological advances will further develop the capabil-
ity of malicious actors to take advantage of human vulnerabilities, further raising the im-
portance of human-based mitigation mechanisms supported by technical mitigation efforts. 

    

3. Methodology 
Our experiment investigates the relative effects of normative training, conventional 

phishing and AI-enabled spearphishing on employee risk behavior and risk attitude. The 
experiment took place with the support of GLB Genossenschaft, a construction company 
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based in the Canton of Berne in Switzerland, between the end of 2024 and mid 2025. All 
employees with access to a computer and email were assigned at random to one of four 
intervention groups. These groups were then updated in the course of the year as new 
employees joined the company and others left, so that the final groups that experienced 
the entire process were slightly different in size. The group sizes, project plan, and inter-
ventions are summarized in Figure 1.  

 
Figure 1. Experimental setup 

 
All employees were exposed to a baseline phishing campaign consisting of two con-

ventional phishes, the first warning of the expiration of the MS Office password, the sec-
ond offering discounted work clothing for employees. The phishing was followed by a 
diagnostic questionnaire focusing on three of the dimensions describing attitudes towards 
cyber risks identified by Björck et al. (2024) and investigated by Pugnetti et al. (2024), 
namely: 1. We are a target for hackers, 2. Cybersecurity is everybody’s responsibility, and 
3. I have to protect the company. These were tested following the same reduced set of five 
questions per dimension. This baseline phase occurred between November 18th and De-
cember 21st, 2024.  

Following a relatively lengthy time period of capability development and testing to 
ensure a credible spearphishing campaign based on the relatively scarce OSINT data 
available on the employees, the actual intervention occurred between May 7th and May 
19th, 2025. The control group had no interaction with the project team and was naturally 
exposed to company communication and broader political events. The second group re-
peated an existing training program on cybersecurity awareness. A third group was ex-
posed to two conventional phishing campaigns, the first promising access to the pictures 
taken at a recent company-wide event for Easter, and the second requesting information 
on colleague applying to a job within the company. Both campaigns were well-crafted, 
including the correct company logo, link to actual company events, the correct name of 
the hiring manager and an almost legitimate url address for the landing page. The last 
group was exposed to an automatically generated spearphishing campaign leveraging 
publicly available information on the individual employees. The first AI-spearphish chose 
among available information to generate a message of potential interest to the target, for 
example using residence(s), hobbies, or specialization. The second again asked for an em-
ployee recommendation, but the message was generated automatically from company 
data. While the messages were personally targeted, the landing page was generic, for ex-
ample without the company logo and minimal additional information about the pur-
ported offer. Possibly because of these differences, employee responses to these cam-
paigns were markedly different. Employees visited the sites from the conventional phish-
ing campaign in 22.3% and 25.0% of the cases, and entered login information in 7.4% and 
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14.2% of the cases, respectively. Employees that were part of the spearphishing campaign 
were considerably more risk averse, visiting the website in 14.8% and 9.6% of the cases, 
and entered login information in 3.0% and 3.7% of the cases, respectively. 

Finally, all employees were once again phished to measure the effect, if any, of the 
previous interventions. All employees were subsequently again surveyed to measure any 
changes to risk attitude, again along the same three dimensions and following the same 
process as in the baseline phase. These measurements occurred between May 22nd and 
June 5th, 2025.  

 

4. Results 
The results of the baselining, intervention on and measurement of risk behavior are 

summarized in Table 1 for each of the four experimental groups. The result “visited” re-
fers to employees clicking on the link, while “phished” means that employees entered 
login information. The baseline results were consistent across all groups, hovering at 
around 21% of employees visiting the malicious site, while 10% and 8% entered login in-
formation respectively. While these results are objectively high, they are in line with ex-
isting literature and practical experience. The results in the Measure phase, on the other 
hand, were significantly different among the four experimental groups. The control group 
shows a behavior similar to the baseline, with a 20% visited rate and 10% phished rate. 
The training group is significantly less likely to visit the malicious site and enter data (ap-
proximately 12% and 5.5% respectively). The group experiencing conventional phishing 
behaved similarly (approximately 11% and 6.5% respectively), while the group exposed 
to AI-enabled spearphishing exhibited an even more risk-averse behavioral impact, with 
approximately 9% visiting the malicious site and 4% entering login data. The differences 
between the groups are statistically significant for visiting the site, and just above the 0.1 
threshold for entering data. 

Table 1. Observed risk behavior 

  
 

Control Training 
Conventional 

Phish 
AI  

Spearphish  
  N 137 141 137 124  

        
Baseline       p-values 
  Phish 1 Visited % 22.6 21.3 19.7 22.6 0.93 
 Phished % 10.2 9.2 9.5 11.3 0.95 
  Phish 2 Visited % 19.0 25.5 19.0 23.4 0.46 
 Phished % 8.0 7.8 5.8 9.7 0.72 
        
Measure       p-values 
  Phish Visited % 20.4 12.1 10.9 8.9 0.03 
 Phished % 9.8 5.4 6.6 3.9 0.14 
        
Delta Measure vs. Baseline (p-values)     
 Visited  0.76 0.01 0.10 <0.01  
 Phished  0.70 0.53 0.47 0.09  

 
An additional analysis providing insight into the result is the difference between 

baseline phase and measurement phase results for each one of the experimental groups. 
The results for the control group were consistent across the two phases although the 
phishing exercises were different. The results for the other groups, on the other hand, are 
different between the two phases. The differences are statistically significant for all groups 
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for visiting the website, but only the group that was spearphished shows statistically sig-
nificant improvements for entering login data. Thus, all interventions have observable, 
statistically significant effects. These results are more visible for the initial response to ma-
licious emails, and less so when faced with security-relevant login information. A working 
hypothesis is that the behavior of people who are likely to fully fall for phishing attacks 
are generally more difficult to influence. On the other hand, employees who are generally 
more aware of cyber risks can be more readily reminded to consider the source of ques-
tionable emails and act accordingly. 

An additional lens through which we can understand the dynamics of this behavioral 
change is to observe the responses to the interventions themselves. In our experiment, 
employees fell for AI-enabled spearphishing messages significantly less frequently than 
for the traditional, manually developed phishing attacks. This is likely because of quality 
issues in OSINT data and of the quality of the landing page. Thus, only some 3-4% of 
respondents entered login data following the spearphishing attacks vs. the 7-14% for the 
traditional phishing attacks. In spite of this apparent lack of sophistication, AI-spearphish-
ing attacks were more effective at influencing employee risk behavior. Indeed, a potential 
interpretation is that this lack of sophistication may be an unintended driver of this effec-
tiveness. The authors’ working hypothesis is that respondents realize that they are being 
targeted as individuals, based on some kind of personal information, rather than just as 
an employee of the company. This realization triggers a more significant behavioral 
change. 

Additionally, we investigated attitudes towards cyber risks along three dimensions, 
as shown in Table 2, where higher results indicate higher awareness on a scale from 1, 
fully disagree, to 7, fully agree. Generally, risk attitudes improved for all experimental 
groups. However, only the improvements for the training group are statistically signifi-
cant. These results challenge previous research insights (e.g., Pugnetti et al. 2024), and 
potentially indicates different mediating effects for training vs. risk exposure to impact 
risk behavior. Thus, while it can be hypothesized that risk attitude impacts risk behavior 
in the training group, the same cannot be said for the groups exposed to conventional 
phishing or spearphishing. These groups maintain the same attitude towards cyber risks 
but alter their behavior significantly. Thus, two different mechanisms for behavioral 
change may be activated and combining the interventions into a coherent cybersecurity 
program may deliver additive or perhaps even super-additive results.   

Table 2. Measured attitudes towards cyber risks. 

  
Control Training 

Conven. 
Phish 

AI  
Spearph.   N 137 141 137 124  

       
Baseline      p-values 
We are a target for hackers  5.26 5.34 5.64 5.62 0.46 
Cybersecurity is everybody’s responsibility  5.99 5.85 6.04 6.24 0.28 
I have to protect the company  6.14 6.14 6.14 6.39 0.42 
       
Measure      p-values 
We are a target for hackers  5.73 5.82 5.74 5.89 0.94 
Cybersecurity is everybody’s responsibility  6.21 6.24 6.10 6.35 0.61 
I have to protect the company  6.26 6.45 6.33 6.45 0.49 
       
Delta Measure vs. Baseline  p-values     
We are a target for hackers  0.13 0.05 0.74 0.38  
Cybersecurity is everybody’s responsibility  0.26 0.02 0.78 0.62  
I have to protect the company  0.40 0.04 0.30 0.77  
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5. Conclusions and Next Steps 
The flexibility and proactive support of our partners in this research effort allowed 

the study to investigate the impact of three different intervention measures with a suffi-
ciently large sample size and compare the results to a control group in an identical cultural 
and commercial environment. This allowed us to generate five important insights. 

Behavior and attitude are distinct 

The first critical insight is the confirmation that behavioral change and attitude to-
wards cyber risks are different and distinct. While training impacted risk attitude, it im-
pacted behavior least among the measured interventions. The converse is also true: risk 
exposure, especially to personalized spearphishing exercises impacted behavior most but 
did not impact attitude in a significant way. This result agrees with several findings in the 
current literature (e.g., Chaudhary et al. 2023), which show knowledge about cyber risks 
and appropriate risk-averse behavior are not always connected. In practice, however, 
most cyber awareness training programs are designed to impart knowledge and not di-
rectly change behavior. This is a fundamental gap in cyber defense and prevention that 
will need to be filled, and our study provides an indication of just how much vulnerability 
can be reduced by doing so. 

Spearphishing exercises as an important preventive cyber defense tool 

Perhaps the most striking result of the study is the large behavioral change effected 
by spearphishing exercises. While the reasons for this effect are not immediately clear 
from our study, we postulate that this is due to the raised awareness with the recipient 
that their personal information is available somewhere, and that it is being used for nefar-
ious purposes. This is a fundamentally different experience than receiving a more general 
message about company events. This effect can and should be leveraged in risk mitigation 
exercises. 

AI/OSINT spearphishing is an emerging threat 

Despite the relative dearth of OSINT data and the specialized profile of the partner 
company and therefore of its employees, it was possible in a relatively short time to de-
velop successful spearphishing attacks. The relative low click and data entry rate achieved 
can be clearly improved with more sophisticated messaging and landing pages. These 
factors, combined with the inherent scalability and therefore cost-effectiveness of AI tools 
indicates that spearphishing will be an emerging threat also in relatively less data and 
target-rich environments in Central and Western Europe.  

Traditional cyber defense programs 

While AI-spearphishing provides the largest behavioral improvements, normative 
training and traditional phishing exercises are also associated with a positive impact. Thus 
cybersecurity awareness programs should continue to integrate both of these elements. A 
question not addressed in our study pertains to the optimal combination of all elements 
in a coherent cyber defense program. Sequence, frequency and contents need to be opti-
mized considering impact, costs, complementarity and employee engagement. Thus, the 
solution may potentially be company-specific rather than general.  

Limited OSINT data availability 

Compared with reviewed studies in the United States, the quality of the data we were 
able to collect was significantly inferior. While Heiding et al. (2024), for example was able 
to find high quality data for almost 90% of subjects, we estimate our success rate was 
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around 50%. The most common issue was the case of homonyms, where employees 
shared a name with people with a higher online profile. We corrected the issue by includ-
ing “Switzerland” as a filtering criterion to improve data quality. This indicates an addi-
tional venue of risk mitigation for companies, educating and guiding employees’ online 
footprint. While companies will not be able to fully control employee online presence, 
except perhaps for a few security-critical exceptions, a reduction and curation of available 
data should help at least partially defuse the emerging threat of AI spearphishing.  

 

5.1 Implications for CISO / Cybersecurity officers 
The insights above can be leveraged immediately in practice to improve cyber defenses. 

First, programs should include AI-enabled spearphishing exercises in the portfolio of activ-
ities. Even in situations where employees do not keep a significant online profile, it should 
be possible to generate credible messages. The engines to do so are available from vendors 
or can be developed in-house, and they are scalable and highly effective at improving be-
havior. Second, programs should continue to incorporate a variety of exercises, including 
normative training, phishing exercises, and general communication from senior executives 
to emphasize the importance of the issue. This is important in order to keep awareness high, 
influence attitude towards cyber risks, and impact behavior over longer time horizons. 
Third, while not directly linked to the results of the study programs should link into other 
current activities. Thus, for example, employees should be activated to detect emerging 
threats, for example by reporting suspicious messages with a reporting button, praire-dog-
ging to alert colleagues and activate colleagues in the IT department with any observations, 
questions and concerns. Fourth, cybersecurity programs need to be tailored to each com-
pany’s culture and work environment. Thus, the content and tone of the messages needs to 
reflect the environment in which the exercises are conducted as well as the tools and work-
ing and security guidelines of the company.   

 

5.2 Implications for future research 
While the results provide useful and actionable insights, a number of questions remain 

open for future research. First, the study investigated single interventions, and a critical 
open question will be how to integrate multiple such interventions into a program. Optimal 
sequence, frequency and contents will need to be investigated. Second, it would be useful 
to test additional interventions. For example, risk communication interventions and inter-
ventions leveraging multichannel and deepfake exercises will need to be tested. Third, the 
rate of decay of behavioral change will need to be investigated. While current research 
shows a complete effectiveness decay after six months, it would be interesting to see if per-
sonalized, spearphishing messages are effective over a longer time period. Fourth, we en-
countered organizational pushback towards the end of the study, primarily due to em-
ployee fatigue. Outside of the project, the authors have encountered cases of malicious non-
compliance, where employees entered data in phishing emails on purpose out of frustration 
with cyber security training. Thus, an important question is the improvement of employee 
motivation and cooperation, and exercises will need to be designed also with this question 
in mind. A fifth and last area for additional research is the open questions of how training 
and risk exposure effect behavior. While training impacts attitude and thus in turn behavior, 
risk exposure impacts behavior without a tangible effect on attitude. A potential explanation 
is a spurious result in our data set; however, a more intriguing explanation could link to a 
different mediating mechanism. This should be analyzed in a new research effort.  
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